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Abstract: 
The process of decision-making is increasingly supported by algorithms in a wide variety of 
contexts. However, the phenomenon of algorithm aversion conflicts with the development of 
the technological potential that algorithms bring with them. Economic agents tend to base 
their decisions on those of other economic agents. Therefore, this experimental approach 
examines the willingness to use an algorithm when making stock price forecasts when 
information about the prior adoption of an algorithm is provided. It is found that decision 
makers are more likely to use an algorithm if the majority of preceding economic agents have 
also used it. Willingness to use an algorithm varies with social information about prior weak 
or strong adoption. In addition, the affinity for technology interaction of the economic agents 
shows an effect on decision behavior.  
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Literature Review and Hypothesis Development 
 
In a wide variety of domains, such as asset management (Niszczota & Kaszás, 2020; Méndez-
Suárez, García-Fernández & Gallardo, 2019), justice (Ireland, 2020; Simpson, 2016), medicine 
(Beck et al., 2011; Ægisdóttir et al., 2006; Grove et al., 2000), sports (Pérez-Toledano et al., 2019), 
or predictive policing (Mohler et al., 2015), stochastic models or algorithms are increasingly 
used to make predictions. The forecasting performance of these models is often superior to the 
forecasting performance of humans (Castelo, Bos & Lehmann, 2019; Youyou, Kosinski & 
Stillwell, 2015; Dawes, Faust & Meehl, 1989; Meehl, 1954). Algorithms can identify complex 
connections in large data sets where humans reach their cognitive limits. Nonetheless, it 
appears that rejection of predictions by automated methods is widespread (for a literature 
review, see Alvarado-Valencia & Barrero, 2014), and people often opt out of using superior 
algorithms and instead choose less accurate predictions by humans (Dietvorst, Simmons & 
Massey, 2015; Önkal et al., 2009; Highhouse, 2008). 
 
The negative attitude towards algorithms is referred to as algorithm aversion. This describes 
the fact that economic agents refrain from using an algorithm as soon as they realize that it is 
superior but still not error-free (Prahl & Van Swol, 2017; Dietvorst, Simmons & Massey, 2015). 
While people often respond to algorithm prediction errors by showing a strong rejection 
attitude toward them, it is less pronounced for prediction errors made by humans (Dietvorst, 
Simmons & Massey, 2015). Economic agents underestimate the accuracy of stochastic models 
and prefer predictions made by humans (Önkal et al., 2009). Given the power of algorithms in 
forecasting, algorithm aversion is particularly harmful by not using them, economic agents 
result in using inferior forecasts. In other words, by using human forecasts instead of 
algorithmic forecasts, it reduces the chance of success. Although algorithms outperform the 
quality of human forecasts, the maximum benefit can only be achieved in the long run if 
economic agents give preference to algorithmic forecasts over human forecasts (for detailed 
literature reviews on algorithm aversion, see Mahmud et al., 2022; Burton, Stein & Jensen, 
2020; Jussupow, Benbasat & Heinzl, 2020). 
 
Algorithm aversion occurs primarily when economic agents interact with algorithms that do 
not make error-free predictions, and thus economic agents occasionally are given bad advice 
(Prahl & Van Swol, 2017; Dietvorst, Simmons & Massey, 2015). In the context of research on 
algorithm aversion, the decision-making behavior of economic agents is considered in 
different contexts. For example, the perceived objectivity of a task affects the willingness to 
use an algorithm. Economic agents are more willing to use an algorithm if it performs an 
apparently objective task rather than an apparently subjective task. However, perceived 
objectivity is malleable via description, and as the objectivity of a task increases, so does the 
willingness to use an algorithm (Castelo, Bos & Lehman, 2019). The response time of an 
algorithm also has an impact on the willingness of economic agents to use it. Forecasts 
generated slowly by algorithms are perceived as less reliable and therefore used less 
frequently than forecasts that are generated quickly (Efendić, van de Calseyde & Evans, 2020). 
 
Economic agents who gain experience with an algorithm by working on incentivized, similar 
tasks under regular feedback learn to better assess the limits of their own abilities and use an 
algorithm more often (Filiz et al., 2021). Another approach shows that perceived learning from 
mistakes by algorithms and humans has an impact on algorithm aversion. After making 
mistakes, algorithms are perceived as less capable of learning compared to humans. However, 
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if evidence is provided that an algorithm can learn from mistakes, this leads to higher trust 
and more frequent use of the algorithm (Reich, Kaju & Maglio, 2022). 
 
There are other ways to mitigate algorithm aversion such as humanizing algorithms (Hodge, 
Mendoza & Sinha, 2021; Castelo, Bos & Lehmann, 2019), providing different explanations of 
the automated forecast result (Ben David, Resheff & Tron, 2021), or providing a suitable 
representation of the automated forecast result (Kim, Giroux & Lee, 2021). If economic agents 
are granted a possibility to influence the forecast result in the form of a subsequent adjustment, 
the willingness to use it increases significantly. This holds true even when the possibilities for 
adjusting the forecast result are severely limited (Dietvorst, Simmons & Massey, 2018). 
 
Economic agents tend to align their behavior with the behavior of other economic agents 
(Spyrou, 2013; Raafat, Chater & Frith, 2009). Social orientation to the behavior of others is 
referred to as herding behavior. This describes the phenomenon that economic agents follow 
the actions of other economic agents (a herd), regardless of whether the actions are rational or 
irrational (Baddeley et al., 2012). Non-rational herd behavior occurs when economic agents 
blindly mimic the actions of other economic agents and largely forgo the incorporation of 
rational considerations into decision making (Baddeley et al., 2012; Devenow & Welch, 1996). 
The ability to observe the decisions of other economic agents (for example, the investment 
decision of a colleague) can also lead to herd behavior (Devenow & Welch, 1996). Thus, by 
imitating the actions of others, the behavior of many individual economic agents can become 
aligned (Spyrou, 2013; Raafat, Chater & Frith, 2009; Hirshleifer & Teoh, 2003). 
 
Herd behavior is observable in stock markets; for example, during stock market crashes, which 
is studied in the context of investment and financial decisions (Mavruk, 2022; Deng, 2013; 
Baddeley et al., 2012; Bikhchandani & Sharma, 2000). The events surrounding GameStop's 
stock from the winter of 2020 into the spring of 2021 demonstrated the powerful impact of 
herd behavior. Retail investors initiated a short squeeze of institutional investors who had bet 
on a decline in the stock price. As a result, GameStop's stock price jumped from about $10 in 
October 2020 to as high as $480 in January 2021, leading to substantial losses on the part of 
institutional investors who had bet on a decline in the stock price (Lyócsa, Baumöhl & Vŷrost, 
2021; Vasileiou, Bartzou & Tzanakis, 2021; Chohan, 2021). In this context, Betzer and Harries 
(2022) show a positive relationship between coordinated activities on social media and various 
trading measures. 
 
The present study focuses on the decision-making behavior of economic agents who have an 
algorithm at their disposal during the decision process. It is possible that the influence of other 
economic agents' decisions may have an effect on the extent of algorithm aversion. This paper 
therefore aims to investigate whether economic agents interacting with algorithms are 
influenced by the decisions of others and adapt their own decisions to the behavior of others. 
To this end, an incentivized economic experiment is conducted in which economic agents 
receive information about the (low or high) willingness to use an algorithm from previously 
deciding economic agents before deciding whether to use an algorithm themselves. It is of 
interest whether economic agents mimic each other's behavior and are more or less willing to 
use an algorithm. Convergent social behavior (Raafat, Chater & Frith, 2009) could lead to 
economic agents being more willing to use an algorithm if prior decision makers have chosen 
to use an algorithm by a majority (high utilization rate) and vice versa. In areas such as social 
commerce, it has also been shown that information about what others are doing can increase 
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trust in new technologies and drive sales (Hajli et al., 2014; Amblee & Bui, 2011). Alexander, 
Blinder & Zak (2018) show that the availability of social information about the use of an 
algorithm may have an impact on the willingness to use it. Therefore, it is hypothesized: 
 
H1: Economic agents who receive information about prior high adoption of an algorithm are 
more likely to use an algorithm than economic agents who receive information about prior 
low adoption. 
 
This could have interesting implications for practice: algorithm aversion could be reduced by 
providing economic agents with information about the high willingness to use the algorithm. 
If this contributes to a more frequent use of a powerful algorithm, an increase in economic 
efficiency can be enabled at the same time. Considering the forecasting success of algorithms, 
it is advisable to use them over forecast predictions of humans in most cases (Dietvorst, 
Simmons & Massey, 2015; Önkal et al., 2009). Nevertheless, many economic agents are 
reluctant to use an algorithm, thereby reducing the quality of their forecasts. They deliberately 
forgo the use of a superior algorithm at the expense of their forecasting success, preferring 
their own forecasts (Burton, Stein & Jensen, 2019). 
 
 
Research Methods 
 
Participants 
For participation in the economic experiment, 285 subjects were recruited online via Amazon 
Mechanical Turk (MTurk) and Cloud Research. 31 subjects were excluded from the analysis 
due to incorrect answering of at least one comprehension question (on a maximum of two 
attempts) or failure to pass an attention check. This leaves 254 subjects as the sample, of which 
50.4% are female and 49.6% are male. The mean age is 40.6 years (σage = 10.97). The experiment 
was programmed as a survey in Qualtrics. The survey was administered on November 28, 
2022. The average completion time was 7.02 minutes. Subjects received a fixed show-up fee of 
$0.30 and a performance-based bonus that could be as high as $1.67.  
 
Design 
To conduct the economic experiment, a task on stock price forecasting was designed. 
Forecasting tasks in this domain have also been used in other studies examining decision 
behavior in cooperation with algorithms or stochastic models (Gubaydullina et al., 2022; 
Castelo, Bos & Lehman, 2019; Önkal et al., 2009). Subjects are told that the task is to make ten 
stock price predictions. Subjects are provided with the stock price of the A stock for periods 1 
to 30 on the one hand and the stock price of the B stock for periods 1 to 20 on the other hand 
(Figure 1). The forecast object is the stock price of the B stock in periods 21 to 30. Subjects are 
further told that the companies of the A stock and the B stock operate in the same industry 
and are therefore closely related. That is, the success of the A-stock company is closely related 
to the success of the B-stock company. As a result, a rising price of the A stock is likely to be 
accompanied by a rising price of the B stock, and vice versa. Thus, subjects can draw 
conclusions about the development of the price of the B stock from the development of the 
price of the A stock. In fact, the prices of the A stock and the B stock have a correlation 
coefficient of 0.94 in periods 1 to 20.  
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Fig. 1. Stock price development of the A stock and B stock  
  

 
 
Next, the subjects learn about the incentive model, which consists of two components. On the 
one hand, a fixed show-up fee of $0.30 is paid and, on the other hand, a performance-related 
bonus is paid, which is based on the accuracy of the forecasts made and is higher the more 
accurate the forecasts are. To determine the amount of the performance-related bonus, the 
percentage deviation from the actual stock price is calculated for each individual forecast and 
paid on a sliding scale (Table 1). A forecast is only rewarded if it deviates by a maximum of 15 
percent from the actual stock price. In this way, a maximum payment of $1.97 can be achieved. 
The compensation is earned in Coins during the experiment and exchanged at a conversion 
rate of 300 Coins = $1 at the end of the experiment. 
 
 
Tab. 1. Grading of the performance-related bonus by accuracy of each forecast 
 
Maximum 
Deviation in % 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 >15 

Bonus in Coins 50 47 43 40 37 33 30 27 23 20 17 13 10 7 3 0 

 
 
Subsequently, the subjects are informed that, in addition to the possibility of making their own 
stock price forecasts, a forecasting computer (algorithm) is available. The subjects are informed 
that in the past the stock price forecasts of the algorithm deviated by a maximum of 10 percent 
from the actual stock price in 6 out of 10 cases. In addition, subjects receive the information 
about the low versus high acceptance of the algorithm from the pre-survey, depending on the 
treatment. They are informed that the algorithm has the same information about the stock 
price trends of the A stock and the B stock as the subjects. Before submitting their forecasts, 
the subjects have a one-time choice of whether their own stock price forecasts or the 
algorithm's stock price forecasts should be used to determine the performance-based bonus. 
This approach is in line with other studies on algorithm aversion (Dietvorst, Simmons & 
Massey, 2018; Dietvorst, Simmons & Massey, 2015). The order for displaying the two options 
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is randomized. However, regardless of the choice, subjects must make their own stock price 
predictions. 
 
The study is designed as a between-subjects design. Subjects are randomly assigned to one of 
two treatments. In Treatment 1 (social information about low acceptance), subjects are 
informed about the low acceptance to use the algorithm by other economic agents in the pre-
survey, in addition to the accuracy of the algorithm. In Treatment 2 (social information about 
high acceptance), the subjects are informed about the high acceptance of the algorithm by other 
economic agents in the pre-survey, in addition to the accuracy of the algorithm. 
 
The operation of the forecasting calculator (algorithm) is based on a linear OLS regression with 
the stock prices of the A stock and the B stock in periods 1 to 20 (in-sample range). The 
resulting regression equation (𝐾!! = 1.43𝐾"! + 10.47) is used to forecast the prices of the B 
stock in the out-of-sample range of periods 21 to 30, taking the price of the A stock as the 
independent variable. For example, to predict the B stock price in the first period to be forecast 
(period 21), the A stock price of $65 (Figure 1) is substituted into the regression equation 
(𝐾!"# = 1.43 × 65 + 10.47). This results in a forecast of the forecasting calculator of $103.4 for 
the price of the B stock in period 21 and so on. 
 
To determine the prior low or high acceptance rate of the algorithm reported in the main study, 
a pre-survey was conducted in the same setting. The subjects of the pre-survey (n = 29; x-Age	= 
35.48; σAge = 10.47; 41.4% female) were divided into two halves according to the achieved score 
after answering a questionnaire to assess affinity for technology interaction (Franke, Attig & 
Wessel, 2018). For the top half, 35.71% of subjects used the available algorithm and in the 
bottom half, 71.43% of subjects used it. 
 
Procedure 
Subjects first learn about the forecasting task and the forecasting object by reading the 
instructions (complete procedure see Figure 2). The graphical development of the available 
stock prices of the A stock and the B stock is shown (Figure 1). Subjects are given information 
about the compensation model. Subjects are informed that a forecasting calculator can be used. 
They receive information about the accuracy of the forecasts of the forecasting calculator and, 
depending on the treatment, about the previous low or high adoption. Subsequently, the 
subjects answer some comprehension questions to make sure that the task has been 
understood. A maximum of two attempts are available for answering. In the next step, the 
subjects decide whether their own forecasts or the forecasts of the forecasting computer are to 
be used to determine the performance-related bonus. Regardless of the decision, the subjects 
then complete the forecasting task and submit ten of their own stock price forecasts. 
Subsequently, subjects answer a questionnaire consisting of nine items to assess affinity for 
technology interaction (Franke, Attig & Wessel, 2018) and a short demographic questionnaire. 
For the attention check, the selection of an option is specified in an additional question. If this 
is not selected, the control is not passed. Last, subjects are informed about the success of the 
forecasts used and the compensation achieved. 
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Fig. 2. Procedure of the study 
 

 
 
 
Results 
 
Forecast accuracy 
The analysis of the accuracy of the forecasts made, which were chosen as the basis for the 
compensation, shows that the stock price forecasts of the forecast calculator are more accurate 
than the stock price forecasts of the subjects (Table 2). While the average deviation between 
the predicted and actual stock price of the subjects' forecasts who chose their own forecast as 
the basis for compensation is $20.51 (or 18.51%), the forecasts of the forecasting calculator have 
a forecast error of only $10.90 (or 8.56%) (absolute forecast error: t(252) = 16.21; p < 0.001; 
relative forecast error: t(252) = 14.19; p < 0.001). The subjects' forecasts show a forecast error up 
to 88% higher than the forecasts of the forecasting calculator. Also, when considering the 
bonus paid for forecast accuracy, it can be seen that using the forecasting calculator results in 
a bonus that is approximately 63% higher (t(252) = 17.47; p < 0.001). Thus, in terms of 
forecasting success and the resulting bonus, it is advisable to use the forecasting calculator. On 
average, the forecasts given by the subjects lead to a lower forecast success and thus to a lower 
performance-related bonus. 
 
 
Tab. 2. Accuracy of forecasts: Own forecasts vs. forecasting calculator 
 

 Basis of performance-related bonus  

 

Own 
forecasts 

Forecasting calculator 
(algorithm) 

t-test 

Ø absolute forecast  
error [in $] 20.51 10.90 t(252) = 16.21; p < 0.001; d = 2.06 

Ø relative forecast  
error [in %] 18.51 8.56 t(252) = 14.19; p < 0.001; d = 1.80 

Ø performance-related 
bonus [in $] 0.51 0.83 t(252) = 17.47; p < 0.001; d = 2.22 

Announcement of forecasting success and compensation

Questionnaire on affinity for technology interaction and demographics

Completion of forecasting task by providing own forecasts

Decision which forecasts should apply to the performance-related bonus

Comprehension questions

Learning about forecasting calculator (accuracy and previos adoption)

Learning about compensation model 

Description of forecasting task
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Willingness to use the algorithm 
Despite the higher accuracy of the algorithm's stock price forecasts, a large proportion of the 
subjects refrain from using the algorithm as the basis for determining the performance-related 
bonus. Overall, 41.34% of the subjects prefer their own stock price forecasts to the forecasts of 
the forecasting calculator, thereby reducing their forecast success. 
 
 
Tab. 3. Decision behavior in the presence of social information about low vs. high acceptance 
 

 Total Forecasting calculator 
(algorithm) Own forecasts 

 n n % n % 

Social low acceptance (T1) 127 66 51.97% 61 48.03% 

Social high acceptance (T2) 127 83 65.35% 44 34.65% 

 
 
The hypothesis H1 states that subjects who are informed about a prior high acceptance of an 
algorithm use it more often than subjects who receive information about a prior low 
acceptance. The only difference between the two treatments is the information about the low 
or high adoption of the forecasting calculator, which is obtained from the pre-survey. In fact, 
the subjects' decision behavior to use the forecasting calculator differs between the treatments. 
When informed about the low acceptance of an algorithm (T1), 51.97% of subjects use the 
forecasting calculator to determine the performance-based bonus (Table 3; Figure 3). In 
contrast, when informed about the high acceptance of an algorithm (T2), 65.35% of the subjects 
use the forecasting calculator (𝛘² (n = 254) = 4.69; p = 0.030). Thus, H1 cannot be rejected. Social 
information about frequent use of the algorithm leads subjects to use the algorithm 
significantly more often. Information about prior willingness to use an algorithm from other 
economic agents has an impact on the decision to use an algorithm. 
 
 
Fig. 3. Decision behavior in the presence of social information about low vs. high acceptance 
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Further analyses show that the choice to use the algorithm is influenced by gender. In both, 
Treatment 1 (𝛘² (n = 127) = 3.69; p = 0.055) and Treatment 2 (𝛘² (n = 127) = 8.14; p = 0.004), 
women use the algorithm more frequently than men. The comparison of treatments by gender 
shows that the effect is mainly driven by women (𝛘² (n = 128) = 3.20; p = 0.073) and less by men 
(𝛘² (n = 126) = 0.70; p = 0.402). While at low adoption (T1) 61.40% of women use the algorithm, 
at high adoption (T2) 76.06% of women already use the algorithm. For men, on the other hand, 
at T1 (and T2, respectively), 44.29% (51.79%) use the algorithm (Table 4). In contrast, the age 
of the subjects shows no statistically significant effect on decisions (t(252) = 1.97; p = 0.278). 
 

Tab. 4. Decision-making behavior by gender 
 

 Gender 
Forecasting calculator 

(algorithm)  Own forecast 

 n %  n % 

Social low 
acceptance (T1) 

male 31 44.29%  39 55.71% 
female 35 61.40%  22 38.60% 

Social high 
acceptance (T2) 

male 29 51.79%  27 48.21% 
female 54 76.06%  17 23.94% 

 
 
Regarding affinity for technology interaction (ATI), the subjects had a mean ATI score of 3.84 
overall. An ATI score of 1.00 corresponds to a low affinity for technology interaction and an 
ATI score of 6.00 to a high affinity. Considering the ATI score in general, there are almost no 
differences between the treatments: In both treatments, the proportion of subjects showing a 
low ATI score is about 30% and the proportion of subjects showing a high ATI score is about 
70% (Table 5). Thus, most subjects exhibit a high affinity for technology interaction. On the 
other hand, the differences in the decision behavior to use the algorithm considering the ATI 
score are notable. In particular, subjects who have a low ATI score are more likely to use the 
forecasting calculator. While 64.86% of subjects who have a low ATI score use the algorithm 
when given information about low acceptance, as many as 84.21% of subjects choose the 
algorithm when given information about high acceptance (𝛘² (n = 75) = 3.71; p = 0.054). Subjects 
who have a high ATI score use the algorithm in 46.67% of cases when they receive information 
about low acceptance, and in 57.30% of cases when they receive information about high 
acceptance (𝛘² (n = 179) = 2.03; p = 0.154). Thus, in particular, subjects (84.21%) who have low 
ATI are more likely to be influenced and persuaded to use the algorithm by social information 
about high acceptance than subjects (57.30%) who have high ATI (𝛘² (n = 127) = 8.52; p = 0.004). 

 
Tab. 5. Decision-making behavior by ATI score 
 

 ATI score* Total 
thereof use 
algorithm 

thereof use 
own forecasts 

 n % % % 
Social low 
acceptance (T1) 

≤ 3.5 37 29.13% 64.86% 35.14% 
> 3.5 90 70.87% 46.67% 53.33% 

Social high 
acceptance (T2) 

≤ 3.5 38 29.92% 84.21% 15.79% 
> 3.5 89 70.08% 57.30% 42.70% 

*The ATI score can take values from 1.00 (low ATI) to 6.00 (high ATI). 
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Discussion 
 
Aversion to using algorithms, which may be more successful on average is costly in a 
forecasting process because algorithmic offerings go unused and decision makers do not 
benefit from higher accuracy that predictions from algorithms often provide (Reich, Kaju & 
Maglio, 2022). Algorithm aversion is shown to decrease due to the ability to customize 
algorithmic prediction (Dietvorst, Simmons & Massey, 2018). Nevertheless, a conflict of 
interests arises here: overall, while the possibility of adjustment increases the acceptance to 
use algorithms, the adjustments made simultaneously decrease the quality of the final 
decisions (Sele & Chugunova, 2022). 
 
The results of the present study show that a reduction in algorithm aversion can be achieved 
even without adjusting the algorithmic prediction. Thus, any worsening of the final decisions 
due to adjustments can be ruled out. Economic agents also tend to be guided by the decisions 
of other economic agents in the process of algorithmic decision making, which is consistent 
with findings on herd behavior (Spyrou, 2013). Economic agents who are informed about an 
algorithm's prior strong adoption by other economic agents in addition to its accuracy are 
significantly more likely to use an algorithm than economic agents who are informed about its 
prior weak adoption in addition to its accuracy. However, the results also show that this effect 
occurs mainly among women and less among men. There is evidence that overconfidence can 
exert an influence on algorithm aversion (Filiz et al., 2021). Spiwoks and Bizer (2018) show that 
men's and women's judgments diverge sharply when making stock price predictions, and 
women tend to be more underconfident. This could also affect the decisions to use an 
algorithm in the present study. 
 
Alexander, Blinder, and Zak (2018) examine willingness to use an automated aid in solving a 
maze in four treatments (no information, information about accuracy, and information about 
low or high social acceptability). In the two treatments that provide information about the 
social acceptance of the automated aid, subjects are presented with a social acceptance of 54% 
and 70%, respectively. As a result, it appears that social information about acceptance 
(regardless of the extent of acceptance), that is, knowledge that others have used the assistive 
device, is most likely to persuade economic agents to use the assistive device themselves 
(Alexander, Blinder & Zak, 2018). However, it is important to note as a limitation that the study 
was conducted with a small number of subjects who were assigned to two of four treatments. 
In addition, the technical aid is not the identifiable best option and subjects must use a part of 
their earnings to use the aid. Last, this is not a classic prediction task that can be either 
automated or performed by a human, but rather an assistive device that can facilitate solving 
the maze on its own. The present results, unlike the results of Alexander, Blinder, and Zak 
(2018), show that social information about high acceptance is particularly likely to persuade 
economic agents to use an algorithm. In contrast, when social information is about low 
adoption, significantly fewer economic agents are willing to use an algorithm. Thus, the 
willingness to use an algorithm varies with information about weak or strong adoption.  
 
The present results also indicate that primarily economic agents with a low ATI are influenced 
by the decisions of other economic agents. While tech-savvy economic agents are only slightly 
influenced by prior adoption information, non- or low-tech-savvy economic agents are 
significantly more likely to use an algorithm when given information about strong adoption 
than when given information about weak adoption. This could indicate that the more 
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uninformed economic agents are about the capabilities of an algorithm, the more likely they 
are to trust the presumed "swarm intelligence" of society or the decisions of previous decision 
makers.  
 
Tech-savvy economic agents are by no means in favor of the use of technology of any kind. 
However, tech-savvy economic agents might have a higher awareness of when it makes sense 
to use technology and when to refrain from using it. Establishing a connection between the 
actual motivations for using an algorithm (e.g., accuracy, time pressure, habit, etc.) and 
algorithm aversion, as well as identifying additional ways to reduce algorithm aversion, is left 
to future research. The present study uses a stock price prediction task. Although stock price 
prediction can generally be considered a difficult task, the design of this study allows even 
non-experts to make a prediction. Nevertheless, it is possible that there are areas where 
decision makers are more likely to use algorithms than in other areas and these circumstances 
may affect outcomes. Factors other than ATI or gender may exert an influence on economic 
agents' decisions to use an algorithm. However, this study provides preliminary insights into 
ATI, which may have an impact on algorithm aversion. 
 
 
Conclusion 
 
Algorithm aversion causes economic agents to refrain from using superior algorithms as soon 
as they realize that algorithms may be prone to error. Own forecasts are preferred to the 
forecasts of algorithms, which can lead to lower forecasting success overall. In the present 
study, it can be seen in stock price forecasts that a forecasting computer using a simple linear 
regression to generate its forecast is superior to the subjects' own forecasts. Nevertheless, a 
large proportion of subjects refrain from using the forecast calculator and use subpar forecasts 
of their own. 
 
The present study shows that the decision to use an algorithm takes into account the prior 
behavior of other economic agents in the decision-making process. If economic agents are 
informed not only about the accuracy of an algorithm, but also about a high adoption among 
other economic agents, they are significantly more likely to use an algorithm than if they are 
informed about a previous low adoption. Information about the weak or strong acceptance of 
an algorithm, i.e., about how other economic agents have decided, has an impact on algorithm 
aversion. Similarly, providing information about strong adoption leads to a reduction of 
algorithm aversion. Economic agents decide to use an algorithm by a majority, when earlier 
decisive economic agents also decided to use an algorithm by a majority. Economic agents 
who have a low affinity for technology interaction (ATI) are more likely to use the algorithm 
than economic agents who have a high ATI due to the social information of strong adoption. 
 
In summary, the willingness to use an algorithm varies with social information about weak or 
strong adoption. Thus, providing information about the high willingness of other economic 
agents to use an algorithm can help increase the willingness to use an algorithm in economic 
practice. This may contribute to an improvement in overall forecast quality and an increase in 
economic efficiency. Nevertheless, more research is needed to identify causes and further 
ways to reduce algorithm aversion. 
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